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ABSTRACT Using Danish firm data covering almost 9000 observations, we find signifi-
cant proof that firm growth cannot be considered as a simple Gibrat growth process. Key
variables, such as size, age, geographical location and industry structure are tested against
firm growth rates in turnover and employment. Besides running the regressions on all
observations, we also consider and find highly interesting patterns in an industry context.
Thus, we conclude that firm growth cannot be considered idiosyncratic. Firm growth is
highly dependent on industry and geography.
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Introduction

A large part of the economic environment is determined by the performance of
firms. Macroeconomic growth rates, unemployment and standards of living, just
to mention a few, are highly correlated with the economic performance of firms.
To explain the performance of the economy in general, the composite, and hence
the microeconomic agents, of the economy needs to be analysed.

This paper analyses the economic performance of firms. The term ‘performance’
may refer to two things: profitability or firm growth (Geroski, 1994). The latter of
these is investigated here. The term ‘performance’ in this paper therefore should
be perceived as another term for firm growth.

It will be highlighted that although empirical generalisation implies that firms
grow at a rate proportionate to size and as a random walk (e.g. Gibrat’s Law), a
large number of empirical studies have shown a statistically significant relation-
ship between firm growth and a number of other variables. This paper investigates
such variables as firm size, firm age, the geographical location of the firm, the
market concentration of the specific industry and the characteristics of the industry
to which the firm is associated. The value of the view of the firm growth process as
completely stochastic is questioned by regressing a number of variables against
firm growth measures.

Correspondence Address: Toke Reichstein & Michael S. Dahl, Department of Business Studies, Aalborg
University, Fibigerstræde 4, DK-9220 Aalborg Oe, Denmark. Email: tr@business.auc.dk & md@busi-
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226 T. Reichstein & M. S. Dahl

The outline of the paper is as follows. The next section builds the foundation of
the variables in the model, after which the formal model to be testedis built. The
data used and its structure is described. The regression equation to be tested and
the results are presented in the penultimate section and the finally section presents
conclusions.

Firm Growth and Factors of Dependence

Geroski (2000) summarised the stylised facts concerning the firm growth process.
These stylised facts give four implications. First, changes in firm size are driven by
unexpected shocks. From this it is evident that the growth rates of firms are
random shocks. Furthermore these randomly determined growth rates are not
serially correlated.

Second and perhaps more important, unexpected shocks have permanent
effects on the size of the firm. This means that growth in size is a path dependent
process, since the size of a firm at any time is the sum of the entire history of
shocks, which the firm has experienced.

Third, growth rates appear to be idiosyncratic, since empirical studies indicate
that the growth of different firms is uncorrelated. This is opposite to common
sense, which suggests the growth of firms to be correlated with the growth of the
economy or industry. This means that the growth of firms is history dependent
with every firm having its own history.

Fourth, growth rates are rather volatile. This is motivated by evidence that firms
do not adjust costs according to eventual shocks – not even partially. Firms are not
fully able to anticipate shocks and therefore they cannot begin reacting before the
shocks occur. Hence growth rates fluctuate considerably.

By characterising firm growth as a random walk, these stylised facts leave little
to be explained concerning growth. The paper questions whether this is correct. It
leaves nothing for the policy makers and perhaps even less for the business
managers, because the firm growth process is entirely stochastic according to these
four points. We believe some variables may be singled out as being important for
the growth of the firm. Even though a growth process may seem to be stochastic
on the surface, it may still be possible to find a few variables that have a significant
influence on this process. Here the size and age of the firm, the market condition
in term of diversity of firm sizes, the geographical location of the firm and the
industry to which the firm is associated are considered important when trying to
understand the growth patterns of firms. We consequently regress these variables
against firm growth.

Some of the arguments used in the article for selection of explanatory variables
go directly against one or more of the points summarised by Geroski. To the extent
the model will show significant results, the idea of firm growth solely being stochas-
tic may be dropped. Also the overall fit of the model may give some indications as
to what degree the process may be stochastic with no reference point what so ever.

Size

Early studies found no relationship between the growth rate of a firm and its size.
The fact that these two characteristics are independent of each other implies that
firms grow at a rate proportionate to their size. This is often referred to as Gibrat’s
Law (Jovanovic, 1982).
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Are Firm Growth Rates Random? 227

It has been argued that Gibrat’s Law may be only valid when viewed in relation
to larger firms. Including small firms in the considerations, Gibrat’s Law becomes
invalid (Evans, 1987a, 1987b). Nevertheless Evans (1987a) showed that firm
growth decreases with firm size. These findings were reinforced by Hart & Oulton
(1996). In a study based on 1989–93 firm data they found that smaller firms gener-
ated proportionately more jobs than larger. Keeping in mind that smaller firms
generally are more vulnerable indicating a higher death rate.

Similar to these findings, Geroski (2000) points out that the estimates of the slope
of a size variable in a growth model are rather small and negative, which indicates
‘mean reversion’, where small firms tend to show a proportionately higher growth
than larger firms. When the differences in firm size are decreasing, this leads to a
limited overall increase in the variance of firm sizes.

Hall (1987) and Dunne & Hughes (1994) have presented similar results. Hall
showed that smaller firms grow four percentage points faster than larger firms
on average annually. Her growth rate analysis covers the 1980–85 period analys-
ing annual averages. Dunne and Hughes generated results for the UK, which
were more ambiguous. They showed that the larger firms grew more rapidly in
the 1960s, but smaller firms had a higher average annual growth rate in the
1980s. This may be an indication of a time dependent relationship between firm
size and firm growth. One factor that may be important in these findings is the
structure of the economy at these specific points in time. In the 1960s the western
economies, and especially the USA, experienced a general tendency toward
higher concentration rates in the industries, while the picture was somewhat
reversed in the 1980s. This pattern may have had a significant effect on the
results of the UK study by Dunne and Hughes. The general rapid rise in market
concentration in 1950s and 1960s is confirmed by the study of Sawyer (1971) on
UK manufacturing industries. Recent evidence for the US finds that the aggre-
gate concentration declined in the 1980s and early 1990s and then generally
increased in the mid-1990s (White, 2002).

According to Nelson & Winter (1982), firm growth is related to the ability to
innovate. Therefore firm growth rates may be expected to be serially correlated.
They explain this by referring to the fact that technological advantage today will
have a high probability of being a technological advantage tomorrow. This may be
referred to as technological path dependency. Nelson and Winter proposed that
the average growth rates of firms would first increase and then flatten out or
decrease with firm size. The rationale behind this framework is that although
larger firms innovate more and therefore should grow more rapidly, their
perceived market power restrains their desired investment. Intensive expansion
policies in large firms will result in falling prices, keeping them from being aggres-
sive investors. Consequently large firms experience lower growth rate relative to
small firms on the mean.

Age

By sorting the firms into intervals related to their age, Evans (1987a, 1987b) showed
that firm age is an important factor when explaining the firm growth. Firm growth
seems to decrease with age. Similar results were given by Dunne & Hughes (1994).
They concluded that young firms grew more rapidly when analysing a specific
size class of firms. Again it is emphasised, that young firms to a certain degree are
more unstable resulting in a lower survival rate.
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228 T. Reichstein & M. S. Dahl

The ability of young firms to grow faster has puzzled economists for years. A
contribution by Jovanovic (1982) stresses that the negative relationship must be
linked to the learning of firms. The life cycle pattern of the firm determines to
which extent it will be able to grow. Jovanovic’s model includes a selection mech-
anism. The decision of firms concerns the level of output determined with respect
to maximisation of expected level of profits. All firms are assumed to be small and
unable to affect prices, and therefore the expectations of the firms concerns the
level of total costs. Firms adjust their level of output given their expectations on
total cost. An expected increase in total costs drives firms to cut down in output
while the firms increase output if they expected a decline in total costs. As the firm
gets older the variance of the firm expectations on total cost decline. The firm
learns to give more precise predictions about their level of cost as time goes by.
Firms with higher expected costs have a lower chance of staying in business.
Therefore a high proportion of the young firms leave the market and the remaining
young firms get a higher level of profit on average when the firm size is left out of
the equation.

In short, maturity adds to the stability of firm growth rates, because firms learn
more about their cost structure and efficiency level. This tends to stabilise the
investment plans in mature firms owing to fewer surprises in earnings. When exits
are left out of the equation, young firms may have a higher growth rate on average.

Geographical Location

Theoretically it has been argued that there is a strong relation between firm local-
isation and growth. Lower production costs are traditionally used as the main
argument for increased growth rates in a specific geographical location. The best
place for a firm to be located is in the region with access to the cheapest production
factors and the largest market for the firm’s final goods, at the lowest transporta-
tion costs. Clearly in this type of framework there would be a concentration of
firms near the metropolitan regions. These regions are not necessarily those with
the largest populations, but the regions where the firms gain the best access to the
highest demand for its final goods (Krugman, 1991b).

In addition, a firm would gain an advantage by being located in regions, which
already have a large production of similar products. The advantage is to be close
to specialised suppliers and potential customers. This concentration is self-rein-
forcing, because firms choose to produce in regions with good access to large
markets, but access to markets tends to be good in regions in which many firms
choose to produce (Krugman 1991a, 1998). From this point of view, firms located
in regions with many producers and easy access to large markets will be more
likely to experience high growth than firms located elsewhere.

However, factor prices and access to markets and production are no longer the
main parameters in this theoretical area (Porter, 1990). Two additional intercon-
nected concepts should be considered, when examining firm growth and geogra-
phy. First, the growth of a firm is highly influenced by the capabilities and
institutional set-up of the local environment. This mechanism is driven by the
need for firms to access tacit knowledge, which cannot be acquired from the
market. In order to acquire this type of knowledge firms have to engage in interac-
tive learning processes (Maskell et al., 1998). For this reason a firm’s choice of loca-
tion is determined by the local capabilities and institutional set-up of the regions
in question and not only by factor prices and market size (Porter, 1990).
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Are Firm Growth Rates Random? 229

Second, new innovative firms, which often experience the highest growth rates,
tend to emerge in the geographical proximity of firms of the same kind forming a
concentration of these firms in single regions (Maskell et al., 1998). This will
contribute to local capabilities, when the new innovative firms produce new
competencies. Such local capabilities will especially be valuable for these types of
firms. Krugman (1991b) adds to this by saying that concentration will form a
pooled market for qualified and specialised labour, indicating that these firms will
perform better than similar firms in other regions.

One possibility of measurement is the revised Balassa index,1 which shows in
which industry a specific region is specialised. The formal measure is calculated by
using equation (1). The measure is referred to as the Revealed Comparative
Advantage index (RCA).

(1)

The subscripts i and r refer to the specific industry and the specific region respec-
tively. The numerator of the RCA indicates to which degree the specific industry
is a major participant of the specific region. The denominator measures how large
the same industry is compared to the entire economy. RCA measures to what
extent the specific region is relatively more or less specialised in a specific industry
than the entire economy (more specialised than the weighted average region in the
specified industry).

Instead of looking at the relationship between regional specialisation and its
implication for firm growth, focus should be on the change in specialisation in a
region and its effect on the growth of the firms located in this area. It is more plau-
sible that firms gain more from being located in a region that are evolving toward
becoming more specialised in the specific industry in question rather than being
located in a region that historically has build up a specialisation in the same indus-
try. It seems more relevant to be located in a somewhat dynamic region, which is
booming in the specific industry, rather than a region in which the industry has
matured and firms are rather static or perhaps even declining. The growth rate of
the specialisation index well consequently is used as an explanatory variable. This
is referred to as Regional Specialisation Growth (RSG).

Market Structure

There may be a trade-off between short-run allocative gains from increased price
competition in a specific market and the long-run welfare gains from a higher rate
of innovation often related to a more concentrated market structure (OECD, 1996).
As a consequence, market structure must be included when analysing firm
growth. The composition of firms in a specific market may have some effects on
the performance of the firms in this market (Hart and Prais, 1956).

(2)

Equation (2) is known as the variance of the logarithms of firm size. E refers to the
number of employees in the industry. Ei refers to the number of employees in each
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230 T. Reichstein & M. S. Dahl

of the n firms in the specific industry. The measure gives an estimation of how the
firms vary in size in each industry. If all the firms have the same size the index will
be zero. This causes a problem in calling the index a concentration index. It should
be highlighted that the index cannot be perceived as a measure of the general level
of competition in the market. Instead it should be perceived as a measure of firm
size diversity. Nonetheless it is evident that, when the number of firms in the
industry is above a certain level and the firms are somewhat diversified, the indus-
tries with a high variance in the logarithms of firm size also have a fairly high level
of concentration.

If the industry is composed of equal-sized firms, the index becomes zero. This
would for instance be the case when analysing a pure monopoly or duopoly when
the measure should be high indicating a high concentration level. Fortunately the
data analysed in preceding sections do not contain any industries of completely
equal-sized firms. None of the MCI measures have a zero value.

This leads us to formulate our expectations concerning the index. A higher index
is expected to stimulate the general technological change in the industry (Geroski,
1994). Thinking back to the writings of Schumpeter it is easy to acknowledge this
theory. Schumpeter (1942) proposed that industrial R&D laboratories have an
important relevance for technical innovation. By doing so he emphasised that
large firms may be inclined to bring about a higher level of innovative activity. The
reason being that firms in industries with a high concentration level would be
more likely to have the funding needed to engage in formal R&D projects. These
additional fundings stem from a higher profit margin. The higher technological
change will lead to a high growth of the industry. A high level in the variance of
logs measure may indicate the existence of large firms, emphasised by the size
distribution of the industry tending to be more right skewed. This may have a posi-
tive effect on the growth of firms in the specific industry. The large firm theory of
technical change was supported by Acs and Audretsch (1988).

Another way to explain a positive correlation between market concentration and
firm growth is by referring to a coordination problem in a market with a handful
of firms with equal market power. This would give an uncertainty concerning the
future state of the industry and therefore the firms would probably be more
reserved in their growth ambitions and hence their investments.

Industrial Distribution

To a large degree, industrial differences have a significant effect on the economic
performance. Even though Geroski (2000) points to the stylised facts concerning
the idiosyncratic nature of firm growth rates, e.g. that firm growth rate patterns are
independent of the general state of the industry to which the single firm is associ-
ated, we nevertheless include industry dummies in the analysis.

The technological foundation of the firms differs between industries and there
are large differences in how technological change effects the industries (Salter,
1969). This may have an important effect on the individual firm’s growth, if not
directly, then through productivity improvement.

Pavitt (1984) acknowledged the differences in technological change between
industries. He constructed a taxonomy that describes the patterns of technological
development in various industries. His taxonomy divides the manufacturing
industry into four groups according to the technological focus. Some industries
focus on product innovation rather than process. Furthermore in some industries
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Are Firm Growth Rates Random? 231

the size of the firm tends to be decisive in terms of the probability of being success-
ful in the innovative activity. The Pavitt taxonomy consists of the supplier-domi-
nated, scale-intensive, specialised-suppliers and science-based industries.

Considering the size of the service sector in Denmark it is also relevant to disag-
gregate this sector to different sub-sectors (industries). Following Laursen & Foss
(2003) services have been divided into wholesale trade, specialised services, scale-
intensive services and ICT intensive services. Here the construction industry is not
seen as a service industry. In the paper cited, the construction industry is called
crafts and viewed as a service-based industry.

Industry dummies will give an indication of whether or not there are significant
differences between the industries. The scale-intensive firms are expected espe-
cially to have a significant correlation between the dependent variable and firm
size. Laursen & Christensen (1996) point out that there are important relations
between the science-based firms and the university environment. The RSG does
not give us the full effect of the universities. This is yet another argument for distin-
guishing between industries.

Building a Model

It is important to realise that the relationship between firm growth and firm size,
on the one hand, and firm age, on the other, has often been shown to be non-linear
with respect to their non-logarithmic values. In fact it is often argued that the rela-
tionship is a decreasing convex function. The growth rate of the firm decreases at
a diminishing rate as the firm becomes larger or older. Therefore we model them
as log-linear relations. The model has the following structure:

(3)

log(Size), long(Age), RSG and MCI refer to the logarithm of firm size, logarithm of
firm age, growth of the regional specialisation and market concentration. Seci1 is a
vector referring to industry dummies.

We apply two measures as dependent variables. Both turnovers and employ-
ment are analysed. In the case of employees the calculations of the firm growth
rates are:

(4)

AAG(Emp) is the average annual growth rate measured by employment and n is
the number of years the analysis cover. We will use AAG(Tur) to refer to the
average annual growth rate measured using turnover.

Indicators of the independent variables are straightforward. The number of
employees in the first year is used as the firm size measure. This might give some
problems, as it is a discrete variable. The number of employees does not refer to
full time equivalents. These are not reported in the database. This might give a
biased result when considering the lack of distinction between part-time and full-
time workers. Firm age has been measured as the present year less the year of
establishment. Because of data restrictions, firms that were established before 1975
have been assigned the value 25. RSG and MCI are calculated using equations (1)

FirmGrowth F Size Age Seci= (log( ), ) log( ),  RSG,  MCI,

AAG( ) =
log(

Emp

employment

employment
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232 T. Reichstein & M. S. Dahl

and (2) respectively. In the case of RSG, the industry aggregation applied in the
analysis is used,2 while a rather disaggregated level of about 600 industries are
used when calculating the MCI.

Some of the variables may change their signs from one industry to another, e.g.
the importance of a geographical localisation may vary between industries, as it
may be an advantage for the firms in some industries to be located in areas with
less industry population and not in a area of high activity, as a positive sign would
suggest. Also the significance of the variables may differ between industries, as
some variables are not equally important for the explanation of growth in all
industries.

Data Structure

The database used is the NewBiz database published by Dansk Markeds Informa-
tion A/S. It covers all Danish limited liability companies, partnerships and limited
partnerships. Among other variables, NewBiz contains name, addresses, number
of employees, industry, various economic data and the year of birth. The economic
data available from 1993 to 1997 are updated quarterly. Using the years 1993 and
1997 results in a substantial loss in number of observations. Consequently the anal-
ysis limits itself to using 1994–96.

It should be noted that the period investigated is characterised as a boom period
in Denmark. This may influence the general level of the growth rates, but also the
dispersion. Therefore the pattern found in this paper may be dependent on the
years of investigation. The level effect ought not to have an effect on the signifi-
cance of the regressions, but the lesser dispersion effect may prove to have a
considerable effect. Our greatest concern is the fact that the general selection mech-
anism of the market will not be as strong during a boom. Consequently we may
include observations in the analysis that under less fortunate circumstances would
have exited the market. At the moment it is merely acknowledged that pro-cyclical
movements may have a significant effect on the results, but it is not taken it into
account in the analysis.

Some of the observations have been omitted. The reduction of the number of
observations is mainly due to lack of information on some of the chosen variables.
There are a considerable number of firms in the database for which there is no
information on the number of employees, data on turnovers, industry or year of
establishment and which we have been forced to leave out of the analysis. For
instance, firms that report the number of employees in the first year and not in the
second have been left out of the analysis. This means firms going out of business
are not included in the analysis. Other observations have been left out because of
extraordinary growth performance. A limited number of observations have been
left out because of to their categorisation as outliers.3 As a result, the analysis is
carried out using 8739 observations.

Considering first the growth rates in terms of turnover (AAG(Tur)), Table 1
shows that the firms, on average, grow at a 0.05 annual rate in the period of inves-
tigation in nominal terms. With a standard deviation on 0.21 some firms are
witnessing a decline in turnover during the years of investigation. This conclusion
is strengthened by the fact that the distribution of the growth rates seems to be
close to normal. The same may be said when looking at the growth rates measured
by employment data (AAG(Emp). The annual average growth rate is 0.02 on the
mean when looking at employment data, which still is a fairly high growth rate
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Are Firm Growth Rates Random? 233

considering the Danish labour force annually declined at a −0.006 rate on average.
The standard deviation is 0.17.

The divergence between growth in turnover and growth in employment may
be attributed to an increase in productivity. A relatively high productivity
increase in one industry may result in a relatively higher level of growth in
terms of turnover while leaving the relative growth rate in terms of employment
unaltered, but the difference between the two may be attributed to price move-
ments as well. Increases in the relative price levels have a positive effect on rela-
tive turnover growth rates while the employment growth rates may be left
unchanged.

The mean values indicate that the average size of the firms is approximately 53
employees and the average age of the firms is about 17 years bearing in mind that
when firms are older than 25 years, the age variable is set to 25 causing the calcu-
lated average age of the firms to be smaller than the actual average. From the skew-
ness measure one may conclude that the distribution of firms with respect to size
is right skewed. Also the high kurtosis value indicates that the number of observa-
tions is centred around a specific size, resulting in a somewhat ‘peaked’ distribu-
tion. Finally one may conclude from the positive mean RSG that the Danish
regions on average have become more specialised.

Table 2 depicts a detailed picture of the distribution of firms across industries
and regions. Starting with industry distribution, note that a considerable propor-
tion of the firms are service firms, 57%. The manufacturing industry counts for
about 23%. Manufacturing is distributed between the four Pavitt taxonomy indus-
tries. The largest of these is the scale-intensive industry with just about 47% of the
manufacturing firms. Looking at the annual average growth rate in terms of either
turnovers or employment, the science-based industry has by far the highest
growth rates at 6.9% and 5.3% respectively. Notably this remains the highest even
when taking non-manufacturing industries into consideration.

Among the four service industries, specialised services are the largest industries
with about 20% of the total number of observations. Looking at the annual average
growth rates it is interesting to see that the four service industries position them-
selves at different relative levels depending on the variable used in the calcula-
tions. While it is the scale-intensive services that have the lowest annual average
growth rate in terms of turnover, it is the ICT intensive services in terms of employ-
ment. One may attribute the latter of these results to be due to a mismatch on the
labour market, a difference in the development in productivity or a divergence in
the price changes between the industries. In the case of ICT intensive services it is

Table 1. Structure of variables of interest (n=8739)

AAG(Tur) AAG(Emp) Size Age RSG

Min. −0.98 −0.99 1.00 4.00 −0.16
Max. 0.98 0.97 11787.00 25.00 0.44
Mean 0.05 0.02 52.78 17.09 0.08
Median 0.04 0.00 6.00 17.00 0.06
Std. Dev. 0.21 0.17 293.15 6.48 0.08
Skewness −0.10 −0.13 22.89 −0.03 0.79
Kurtosis 3.88 5.77 707.60 −1.51 3.27

Source: NewBiz Database, Version 98,4—Plus X.
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Are Firm Growth Rates Random? 235

worth noticing that these industries especially have experienced a productivity
increase, which may explain the bad growth pattern in terms of employment.4

We have chosen not to disaggregate construction and primary industry as we
have done with manufacturing and services. The primary industry especially is
too small for such a disaggregation with 261 observations, which is only 3% of the
total number of firms. The construction industry holds 17% of the total observa-
tions. The construction industry also distinguishes itself as a relatively high
growth industry.

The growth rates vary from firm to firm, not only across industries but also
intra-industry. The primary and the service industries, in particular, seem to have
a high dispersion of growth rates across firms. Even though the scale-intensive
industry is one of the largest, it is still one of the industries with the smallest level
of dispersion of growth rates. Only the supplier-dominated industries have a
distribution of growth rates with a lower level of standard deviation in terms of
turnovers. In terms of employment it is only the supplier-dominated and the speci-
alised suppliers that have a lower level of dispersion.

By multiplying the growth rates with the relative number of employees in the
industries an estimate of how much each industry has contributed to the general
growth is found. The two columns labelled ‘Cont.’ in Table 2 show the estimates.
Because of the large number of firms in the service industry, it is this industry
primarily that has contributed to the general growth. About 2.5% of the 5% in
terms of turnover may be attributed to the service industry while 1.1% of the 2.5%
in terms of employment may be attributed to the service industry. Otherwise it is
the construction industry and the scale-intensive firms that contribute the most. A
high contribution level does not necessary mean it is a large industry relatively
speaking. The supplier-dominated industry is far from the smallest industry, but
the contribution from this industry is rather weak, particularly when considering
employment growth.

We have allocated the firms geographically into the Danish counties. There are
16 counties in Denmark. The Copenhagen region, which normally consists of three
counties, has been aggregated to one. The number of geographical areas is there-
fore 14. With 10 different industries and 14 different regions, 140 different combi-
nations for 1994 and 1996 amounting to 140 different RSG rates can be calculated
from equation (1).

The first thing one should notice in the numbers is the concentration of firms in
the Copenhagen region. Nearly 35% of the firms are located here. The Copenhagen
region consequently contributes significantly more in a growth perspective than the
other regions. From the region part of Table 2 it should also be noted that the growth
performance of regions differs depending on the measure we apply. Considering
North Jutland, the growth rate in terms of turnover is relatively low, while the
growth rate in terms of employment is rather high. This perspective is graphically
displayed in Figure 1(a) and (b). (An explanatory version of Figures 1(a) and 1(b)
may bee seen in Figure 2.) Figure 1 shows a graphical illustration of the annual aver-
age growth rates of the country in terms of turnover (a) and in terms of employment
(b). The illustration reveals that the very same pattern exists for Vejle County in the
middle of Jutland. In terms of turnover the county is doing rather badly, while in
terms of employment its growth performance is relatively good.
Explanatory figure referring to Figure 1(a) and (b).One region represents the outlier in one end of the scale. Bornholm County,
which is the small white island in the top of Figure 1(a) and (b), is inhabited by
firms that on average have an extremely low growth rate. In terms of employment
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Figure 1. Graphical illustration of the Danish counties and their annual average growth rates in terms 
of turnover and employment.
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Are Firm Growth Rates Random? 237

Bornholm exhibits an annual average growth rate at 0.04%. In terms of turnover it
is also doing rather badly. The annual average growth rate at about 3% is the
lowest level of all the counties. Viborg County also exhibits a rather poor growth
pattern in terms of both employment and turnover.

Looking at the other end of the scale, it depends on the measure we use in the
calculations to show which county that seems to have the highest growth perfor-
mance. In terms of employment the counties of North Jutland, Vejle and Southern
Jutland seem to do rather well as may be seen from Figure 1(a) and (b). The same
figure reveals that in terms of turnover it is the counties of Frederiksborg, Stor-
strom, Aarhus and again Southern Jutland that have the highest growth level on
average.

The high growth performance of North Jutland in terms of employment may be
attributed to a high unemployment rate. The unemployment rate has been fairly
high in this region relative to others. With a higher rate of unemployment the firms
might find it easier to get the qualified workers that fit their wants and needs, but
Storstrom and Bornholm Counties have had similar high levels of unemployment.
This would indicate that the unemployment explanation for regional high average
firm growth is rather far-fetched.

Because of the large number of firms in the Copenhagen region, the contribution
to the overall growth of employment is fairly high. Approximately 1.7% of the 5%

Figure 2. Explanatory figure referring to Figure 1(a) and (b).
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238 T. Reichstein & M. S. Dahl

growth of turnover and about 0.7% of the 2.5% growth in employment may be
attributed to this area. Even though Aarhus County has a relatively large number
of firms, North Jutland and Vejle Counties almost have a similar contribution rate
in terms of employment growth. North Jutland has a contribution rate at 0.20%,
Vejle County has one at 0.23% and Aarhus County 0.26%.

Considering the relatively small differences in the standard deviation, it is
thought that it was beneficial to relocate to an area with a higher growth potential,
except that it has to be taken into account that the relocation of firms from one
region to another would change the level of competition in the specific industry
and region. Theoretically one would expect that this would cause the average
growth rate to decline in that region owing to the decline in the concentration
index. The results of the regressions would give some idea whether or not this also
holds in practice.

Testing the Model

In order to regress the model of equation (3) a semi-log linear functional form is
used. The transformed model is as follows:

(5)

The regressions of equation (5) show disturbingly high levels of significance of the
estimates. A White test reveals that the model is suffering from heteroscedasticity.
The heteroscedasticity is more severe in the regression using employment as a
growth variable, but the problem surely also exists in the turnover growth regres-
sion as well. This problem causes the ordinary least square method (OLS) to
underestimate the variances of the coefficients. This in turn affects the t-statistics
positively. The consequence may be that we accept a variable as significant, even
though it is not. As a remedy for heteroscedasticity we have chosen to redefine
some of the variables. An analysis of the log(Size) variable shows that it has a
different effect on firm growth depending on the industry in question. The stan-
dard error of the variable differs greatly between the industries. By multiplying the
size variable with the industry dummies we get different coefficients attached to
the size variable for each industry. Also we have included an intercept to the func-
tion. The regression results of the revised model are presented in columns 1 and 2
in Table 3.

First, it should be noted that the heteroscedasticity has almost vanished. Conse-
quently the level of significance of the included explanatory variables has
decreased. Some interesting features do still come through. The log(Age) variable
is still significant correlated negatively with both dependent growth variables
indicating that young surviving firms tend to have a higher growth rate than older
established firms. It seems as if Jovanovic’s proposed theoretical perspectives on
learning to read its cost structure as well as the market have some justification.

Second, the regional variable seems to have some significant role in explaining
firm growth. It is an advantage to be located in a region that is increasing its special-
isation in the specific industry. A firm should be located in a region toward which
other firms in the same industry are moving or at least are expanding. The level of
significance is slightly higher in the employment growth regressions though. The
employment growth regressions also reveal that it is an advantage to be in an
industry with a high concentration rather than in one with a low concentration.

AAG= RSG + MCI +1 4 5α α α α α εlog( ) log( )Size Age Seci+ + +2 3
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Are Firm Growth Rates Random? 239

However the turnover regression does not support this. The log(Size)*industry vari-
ables show less significant results giving some support to Gibrat’s Law. It is worth
noticing, that the significant estimates in the employment growth regressions all
correspond to our expectations of a negative correlation. The negative estimates are
rather small, which would suggest Geroski’s mean reversion theory holds in some
industries. It is worth noticing that this is not the case in the turnover growth regres-
sions, which exhibit the opposite.

The last two columns in Table 3 refer to the same regressions as the first two only
with the alteration of the number of observations. In the last two we have excluded
the observations of firms that in 1994 had less than ten employees. The number of
observations consequently falls to 3512.

In general the results of these regressions confirm those from the previous
columns. Only the parameter estimates of some of the variables have dropped
causing the estimates to be less significant. Running the regressions on the original
model still exhibit some heteroscedasticity. So the last two columns are the most
relevant in this respect.

Especially the log(Age) variable has lost its significance. This suggests that there
is a correlation between firm age and firm size, but a correlation analysis reveals
that the correlation between the explanatory variables is rather weak. The correla-
tion matrix shows no sign of significant problems of collinearity between the
explanatory variables. Table 4 reports the correlation matrix’ of the two first
regressions reported in Table 3. The variance inflation factor (VIF) shows no sign
of multicollinearity (see Table 5). It may be the consequence of deleting the young
firms when deleting the firms with less than ten employees, causing the variance
of the variable to drop considerably.

Table 3. Regression results of the firm growth regression model

Dependent variable AAG(Tur) AAG(Emp) AAG(Tur) AAG(Emp)

Log(Age) ***−0.0305 ***−0.0302 −0.0123 −0.0038
RSG **0.0630 ***0.0957 ***0.1140 ***0.1916
MCI 0.0008 ***0.0055 **0.0068 **0.0052
Primary*log(Size) 0.0044 **−0.0098 −0.0044 *−0.0085
Supplier Dom.*log(Size) 0.0015 *−0.0037 −0.0038 **−0.0055
Scale Int.*log(Size) **0.0047 0.0004 −0.0015 −0.0014
Specialised Sup.*log(Size) 0.0045 0.0006 −0.0016 −0.0018
Science Bas.*log(Size) **0.0082 0.0023 0.0017 −0.0010
Construction*log(Size) *0.0052 **−0.0045 −0.0020 *−0.0058
Wholesale trade*log(Size) 0.0040 −0.0020 −0.0025 −0.0026
Specialised Ser.*log(Size) 0.0022 −0.0035 −0.0036 −0.0039
Scale Int. Ser.*log(Size) −0.0006 *−0.0052 −0.0049 *−0.0062
ICT Int. Ser.*log(Size) 0.0044 **−0.0044 0.0007 −0.0016
Intercept ***0.1196 ***0.0969 ***0.0777 0.0250
Number of observations 8739 8739 3512 3512
R2 0.0052 0.0108 0.0071 0.0159
Adj. R2 0.0037 0.0093 0.0034 0.0122

Source: NewBiz Database, Version 98,4—Plus X.
*Significant at a 10% level; **Significant at a 5% level; ***Significant at a 1% level.
Note: The difference between the first two regressions and the last is the number of observations. In the
last two regressions firms with less than 10 employees are left out.
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In respect to the other variables the significance concerning RSG and MCI is
still very strong and positive. The log(Size)*industry variable exhibits rather
mixed results. The turnover growth regression has no significance left at all, but
the employment growth regression still has some significant negative esti-
mates. The primary industry, the supplier-dominated industry, the construc-
tion industry and the scale-intensive services all exhibit the negative convex
relationship between firm growth and firm size. Still we may put our faith in
the mean reversion explanation and the Gibrat’s Law depending on the indus-
try in question.

All in all we are able to confirm our initial expectations on the included vari-
ables. Considering the significant estimations of specific variables we may
conclude that the stylised facts summarised in the introduction should be
reviewed. The firm growth process cannot be categorised as a stochastic process
without any significant relationship to firm specific conditions. However, it is
important to keep in mind that the regressions only explain a marginal part of the
total variation in the growth rates. One might argue that what we have found are
the industry specific patterns and not firm specific. Consequently we have also
made the regressions separately on all the industries.

Tables 6 and 7 summarise the results of the regressions on industry level. While
Table 6 refers to the regressions on all firms in the dataset, Table 7 refers to regres-
sions done on firms with more than ten employees in 1994. The upper half of the
tables refers to the regression in which turnover growth is the dependent variable
while the lower half refers to the case where employment growth is the dependent
variable.

With respect to the log(Size) variable, Table 6 shows a less distinct picture. Only
a limited number of the estimates are significant. Only the construction industry
shows the expected negative significant estimate in both regressions. In the
employment growth regression the primary industries and the supplier-domi-
nated industry also have the expected results, but they are not supported by the
turnover growth regression. Here three of the service industries rather surprisingly

Table 5. Variance inflation factors of heteroscedasticity corrected
model (8739 Obs.)

VIF

Intercept 0.00
Log(Age) 1.06
MCI 1.10
RSG 1.08
Log(Size)*Primary 1.06
Log(Size)*Supplier dominated 1.09
Log(Size)*Scale intensive 1.18
Log(Size)*Specialized suppliers 1.07
Log(Size)*Science based 1.10
Log(Size)*Construction 1.20
Log(Size)*Wholesale 1.24
Log(Size)*Specialised services 1.24
Log(Size)*Scale intensive services 1.09
Log(Size)*ICT intensive services 1.18
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have positive significant estimates. That the science-based, specialised-suppliers
and scale-intensive firms do not exhibit the expected negative estimates could be
explained by the growth ambitions of these types of firms. In order to be able to
compete in these industries, firms need specific kinds of employees no matter the
size of the firm. The firms that are categorised as specialised suppliers or science
based have to compete on knowledge. Knowledge is to some extent embodied in
employees. In order to reach their goals they have to employ highly qualified
labour and improve their skills. The apparent negative relationship between firm
size and firm growth seems to be less obvious in high technology industries. With
respect to the scale-intensive industry one would be inclined to highlight the fact
that economies of scale play an important role in their competitiveness.

This explanation far from corresponds to the points summarised by Geroski
concerning the firm growth process. Looking at the adj.–R2 values of the industry-
wise regressions also indicate otherwise. The level of overall explanatory power
has increased considerably in some of the regressions. The primary industry and
the scale-intensive services particularly show a higher level of explanatory power
(3%). The increase in the adj.–R2 values points at the necessity for further studies
on the subject. Additional variables should be included. Considerations on the
composite of the firm in terms of employee skills and competences as well as the
technological level of the firm/product may prove to be important. Also it seems
that the level of explanatory power increases as the level of investigation becomes
more detailed. In other words an even higher overall fit may be found if the regres-
sions are disaggregated even more.

Considering Tables 6 and 7 again, we may point to another explanation for the
lack of significant negative correlation between firm size and growth. Many of the
industries categorised as scale intensive, specialised suppliers or science based
could be characterised as an industry in which the role of large firms and formal
R&D activities are important, in which case we would expect a positive correla-
tion. These two explanations are forces pulling in each direction leaving us with an
insignificant estimate. If this is the explanation for these results, it is surprising that
the estimation of the concentration index is only significant for the science-based
industries in both regressions and significant for the scale-intensive industries in
the employment growth regression only. Again we may attribute this to the
composition of the Pavitt taxonomy. A further analysis, like the one of Malerba
and Orsenigo (1997), would clarify these questions.

The log(Size) estimates of the service industries are rather weak in relation to
employment growth. Some significant positive correlations do emerge in the turn-
over growth regression in wholesale trade, scale-intensive services and ICT
intensive services. The explanation for this pattern may be found in the production
structure of the service industries. These industries are relatively employee inten-
sive and may have a different employee policy than manufacturing. The costs of
firms in this industry are relatively more concentrated on wages than in traditional
manufacturing industries. Hence strong competition may drive the service firms
to cutback on employees earlier than manufacturing firms would no matter the
size of the firm. The large discrepancy between the estimates of the log(Size) vari-
able across industries confirms the operation implemented in order to take the
heteroscedasticity into account.

The log(Age) variable shows the expected negative significant estimates espe-
cially for the service industries, but to some degree the construction industry also
shows a negative convex correlation between firm growth and firm age.
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The RSG variable shows some rather interesting results as well. Those of the
estimates that are significant are also positive. Looking at the two regressions in
Table 6, only the science-based industry shows supporting results. This would
indicate that it is an advantage to be located in a region, which is increasing its
share of science-based firms more than the average region. The significant
estimates of the science-based industry can be explained by the clustering of
these firms in regions, where there are other firms of the same industry located.
This gives the firms access to specially localised capabilities and knowledge
spillovers.

Table 7 shows some rather weak results. One should note though that the scale-
intensive industry shows the expected negative estimates in both regressions with
respect to log(Size). Also when considering the employment growth regressions,
one cannot ignore the highly significant positive estimates of the RSG variable.
Only one of the significant estimates is negative—namely the ICT intensive service
estimate. Only two industries, primary and construction, have insignificant esti-
mates. Surprisingly enough these two industries have a significant estimate in the
turnover growth regressions.

Concluding Remarks

By using Danish data, several variables are found significant when regressing
them against average firm growth. Applying the proposed regression analysis on
a lower level of aggregation exhibit a higher level of overall explanatory power.
This suggests that growth patterns of firms, apart from being firm specific, also
have industry dependencies. In all fairness it should be emphasised that the
regressions only explain a marginal part of the variation in the growth rates, which
leaves much for randomness. Nevertheless, we are able to confirm some of the
existing empirical studies in terms of firm size and firm age. Additional explana-
tory variables were tested against firm growth. The geographical variable, in
particular, showed significant positive estimates.

Our remedy for the heteroscedasticity problem suggest that the heteroscedastic-
ity of parametric. Size seems to have significant different effects from industry to
industry and may be used to correct similar models so that they may become
homoscedastic and hence more trustworthy.

We abolish the idea of firm growth being a random walk. We do not acknowl-
edge the properties of the random walk as being the right functional form to
describe firm growth. We find several interesting closely related variables that
may be linked to firm growth, which suggests that there are deterministic
elements, but to what degree is still uncertain. We suggest further studies in which
additional and more sophisticated variables are taken into account and in which
the level of aggregation is somewhat lower.
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Notes

1. The original index was first introduced by Balassa (1965). It was used to measure a country’s inter-
national trade specialisation in specific industries. The index was called the Revealed Comparative
Advantage (RCA).

2. The rather high level of aggregation is needed to avoid the increase in each variable being due to
the single firm in the specific region and hence cause a 100% fit in the specific case.

3. The criteria concerns which observations, that may be categorised as outliers, are at a growth rate
higher than 100% or lower than −100% yearly. Normally it is not possible to have a lower growth
rate than −100%, but using the equation (4) approximation allows for such values to appear.

4. For an analysis of the ICT intensive services of Denmark, see Dahl and Dalum (2001).
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